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Context

Graphs represent a useful representation for many types of data, widely used in
e.g. bioinformatics, network analysis, etc. More broadly, any dataset can be converted
into a graph by using a well-chosen similarity matrix construction. In that respect,
understanding and analyzing graph structures appears to be a key tool in many real-
world applications. It is thus essential to find efficient methods for tasks such as node
or graph classification.

In the last decade, deep neural networks have reached an outstanding level of
accuracy in numerous areas, such as image classification [KSH12] or object detec-
tion [RHGS15]. This models also recently played an important role in node classifi-
cation and graph classification problems [SGT+09, DDS16, KW16, HYL17]. Despite
these advances, deep learning has proven to be susceptible to adversarial attacks. Ad-
versarial attacks [SZS+13] are small perturbations of an input that fools the results of
classification for a network. These kind of attacks have also been developed in the
context of node classification and graph classification [ZAG18, DLT+18]. Adversarial
attacks raise questions of security and safety, and also responsibility in terms of law.

Adversarial examples attacks against machine learning models have become a burn-
ing issue due to their efficiency, and the number of sensitive domains they could
affect. Accordingly, both attacks and defenses are developed in a tight back-and-
forth [GSS14, PMJ+16, PMG+17, DLT+18, SKC18]. Recently, the idea of using ran-
domization in the learning process to ensure robustness against adversarial examples
attacks have been successfully used [XWZ+17, MDST18, LCZH17], but no defense for
node or graph classification have been successfully presented yet.
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Expected work

• Experimental study of state-of-the-art attacks.

• Theoretical approach of defenses.

• Corresponding implementation, and experimentation of defenses.

Required profil

• You are currently in the final year of engineering school or in M2 at the university
with specialization in computer science and/or statistics.

• You have a strong background in applied mathematics/computer science (prob-
ability, statistics, graph theory).

• You have good programming skills (Python/R, torch/tensorflow, C++).

• Academic research interests you, but also applications to concrete problems.

Conditions
The internship will mostly take place at CEA LIST in Saclay, where you will work
with Rafaël Pinot and Cédric Gouy-Pailler, respectively PhD student and engineer-
researcher at CEA-LIST. Some meetings will be held with Florian Yger and Jamal Atif,
respectively associate professor and professor at Paris-Dauphine. The internship may
lead to a PhD thesis.

Access to the CEA is based on a daily bus network service covering the entire Paris
region (several buses from Paris in particular). Remuneration (CEA grids) depending
on the original curriculum.
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